
SEONGRYONG JUNG
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RESEARCH INTERESTS

Efficient AI
Knowledge distillation, Network pruning, Network quantization

Large Language Models
Chain-of-Thought, Exposure bias

EDUCATION

Chung-Ang University Mar. 2023 - Present
B.S. in Artificial Inteligence; GPA: 4.34 / 4.50; Class Rank: 1 / 59 Seoul, Korea

EXPERIENCE

Dmtlabs Inc. Mar. 2025 - Jun. 2025
Research Scientist Seoul, Korea
- Research on Compressing Large Language Models via Knowledge Distillation

PUBLICATIONS

[P1] Seongryong Jung, Suwan Yoon, DongGeon Kim, Hwanhee Lee.“ToDi: Token-wise Distillation via Fine-Grained
Divergence Control”. Preprint. 2025

AWARDS & HONORS

Dean’s List, Chung-Ang University Awarded KRW 20,000,000

LANGUAGES & CERTIFICATIONS

Japanese Language Proficiency Test Aug. 2024
N2 Score: 129 / 180
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